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Population sample

\[
\begin{bmatrix}
1 \\
2 \\
9
\end{bmatrix} \overset{\text{random}}{\rightarrow} \begin{bmatrix} Y_1 \end{bmatrix}, n = 1
\]

\[p(\text{if } Y_1 \text{ is odd}) = \frac{2}{3}\]

Classical approach: Pascal - Fermat

Sample space

\[p(A) = \frac{\text{area of } A}{\text{area of } \Omega}\]

easy rule

\[0 \leq p(A) \leq 1 = 100\%\]

\[p(A) + p(\text{not } A) = 1\]

\[\Rightarrow p(A) = 1 - p(\text{not } A)\]

directly 1 indirectly
\[ P(A \text{ or } B) = P(A) + P(B) - P(A \text{ and } B) \]

General addition rule for \( \text{or} \)
population
\[
\begin{bmatrix}
1 \\
2 \\
9
\end{bmatrix}
\]

random

either

at random with replacement (independent identically distributed (IID) sampling)

or

at random without replacement (simple random sampling (SRS))

with replacement

\[
\begin{array}{ccc}
& 1 & 2 & 9 \\
1 & (1,1) & (1,2) & (1,9) \\
2 & (2,1) & (2,2) & (2,9) \\
9 & (9,1) & (9,2) & (9,9)
\end{array}
\]

draw 1

\(1\)

draw 2

\(9\)

ELM?

\(\begin{array}{c}
1 \quad 2 \quad 9 \\
1 \quad (1,1) \quad (1,2) \quad (1,9) \\
2 \quad (2,1) \quad (2,2) \quad (2,9) \\
9 \quad (9,1) \quad (9,2) \quad (9,9)
\end{array}\)

\(\text{Yes: all 9 possibilities equally likely}\)
\[ P(\bar{y}_1 = 9 \text{ and } y_2 = 9) = \frac{1}{9} \text{ by ELM} \]

\[ P(\bar{y}_1 = 9) = \frac{3}{9} = \frac{1}{3} \]

\[ P(\bar{y}_2 = 9) = \frac{1}{3} \]

**Theory:** \[ P(A \text{ and } B) = P(A) \cdot P(B) \]

Without replacement:

\[
\begin{array}{c|c|c|c|c|c|c|c}
 & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
1 & (1, 1) & (1, 2) & (1, 3) & (1, 4) & (1, 5) & (1, 6) \\
2 & (2, 1) & \times & \times & (2, 3) & \times & \times \\
3 & \times & \times & \times & (3, 4) & \times & \times \\
4 & \times & \times & \times & \times & \times & \times \\
5 & \times & \times & \times & \times & \times & \times \\
6 & \times & \times & \times & \times & \times & \times \\
\end{array}
\]

**ELM:**

\[ \begin{align*}
\text{P}(\bar{y}_1 = 9, y_2 = 9) &= \left( \frac{1}{3} \times \frac{1}{6} \right) = \frac{1}{18} \\
\text{P}(\bar{y}_1 = 9) &= \frac{1}{3} \\
\text{P}(y_2 = 9) &= \frac{1}{6} \\
\text{P}(\bar{y}_1 = 9 \text{ and } y_2 = 9) &= 0 \neq \frac{1}{9} \frac{1}{3} \\
\end{align*} \]

Theory fails when \( y_2 \) depends on \( y_1 \).
Conditional probability

Rev. Bayes (1740)

\[ P(B \text{ given } A) = \frac{P(B \cap A)}{P(A)} \]

Definition

\[ P(B \mid A) = \frac{P(A \cap B)}{P(A)} \]

\[ P(B \mid A) = \frac{P(A \cap B)}{P(A)} \]

\[ P(A \cap B) = P(A) \cdot P(B \mid A) \]
The general product rule for $A$ and $B$ is:

$$P(A \land B) = \frac{P(A \land B)}{P(B)} \cdot P(A|B)$$

$p(A \land B) = P(B) \cdot P(A|B)$

$A = (\gamma_1 = 9)$

$B = (\gamma_2 = 9)$

$$p(A \land B) = p(A) \cdot p(B|A)$$

with replacement:

$$\frac{1}{3} \cdot 0 = 0 \checkmark$$

1st row, 2nd row are independent:

**Definition**: $A, B$ independent $\iff$ information about $A$ doesn't change chances for $B$ & vice versa.
\[ p(y_2 = 9 \mid y_1 = 9) = p(y_2 = 9) \]

A, B independent \iff \[ p(B \mid A) = p(B) \]
and \[ p(A \mid B) = p(A) \]

\[ p(y_1 = 9 \text{ and } y_2 = 9) = p(y_1 = 9) \cdot p(y_2 = 9 \mid y_1 = 9) \]

\[ = p(y_1 = 9) \cdot p(y_2 = 9) \quad \checkmark \]

General product rule for \( \text{and} \)

\[ p(A \text{ and } B) = p(A) \cdot p(B \mid A) = p(B) \cdot p(A \mid B) \]

if A, B independent.

\[ p(A \text{ and } B) = p(A) \cdot p(B) \]
\[ P(1 \text{ or more } T-S \text{ in family of } 5) \]
\[ = P(\text{exactly } 1 \text{ or exactly } 2 \text{ or } \ldots \text{ or exactly } 5) \]
\[ = P(\text{exactly } 1 \text{ or exactly } 2) + P(\text{exactly } 3) + \ldots + P(\text{exactly } 5) \]
\[ \text{direct} \]
\[ P(1 \text{ or more}) = 1 - P(\text{exactly } 0) \]
\[ = 1 - P(\text{not } + \text{ T-S or 1ST or 2nd or 3rd or 4th or 5th}) \]
\[ \text{indep} \]
\[ = 1 - [1 - P(\text{not } + \text{ T-S or 1ST}) \cdot P(\text{not } + \text{ T-S or 2nd}) \ldots P(\text{not } + \text{ T-S or 5th})] \]
\[ \geq \text{indep} \]
\[ = 1 - (1 - \frac{1}{4}) \cdot \ldots \cdot (1 - \frac{1}{4}) \cdot 1 - (1 - \frac{1}{4}) \]
\[ \geq \frac{76\%}{10.54} \]
1) 32 possible outcomes in $S$;
2) I assert that ELM applies to this enumeration; 3) $P(1$ or more$) = \frac{31}{32}$

[Circle indicates erroneous choice: because ELM doesn't apply: NNNNNN]

is more likely than

(ex.) TNNNNN